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HOW DO WE 
UNDERSTAND 
LANGUAGE?

“Close your eyes 
and let the word 
paint a thousand 

pictures…” ©
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"…she was removing photographs 
from the walls and placing them in 

little piles around the house…"

2.5h narrative stories from 
The Moth Radio Hour

Language fMRI data

NATURAL LANGUAGE 
EXPERIMENT

Huth, de Heer, Griffiths, Theunissen, & Gallant. Nature (2016)





fMRI RESPONSES
High Resp.Low Resp.
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ESTIMATION

VOXELWISE MODELING

Kay et al. Nature (2008), Nishimoto et al. Current Biology (2011),  
Huth et al. Neuron (2012), Huth et al. Nature (2016), etc.
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VOXELWISE MODELING

R(t) =
NX

i=0

�iWi(t)

SIMPLEST MODEL:  
each voxel responds (some amount) to each word

likelihood

�̂ = argmax
�

P (R|�,W )



WORD MODEL  
PERFORMANCE: MEDIOCRE

VCVC
AC AC

MCMC
PFC

PFC

r=0 r=0.6
n.s.



SEMANTIC PRIOR
IMPROVED MODEL: 
similar responses to words with similar meanings

similar 
meaning

different 
meaning



SEMANTIC PRIOR

Distributional hypothesis:

You shall know a word by 
the company it keeps

J. R. Firth (1954)

“
”



SEMANTIC PRIOR

CO-OCCURRENCE
MATRIX

TA
RG

ET
W

O
RD

S
FULL LEXICON
10,470 words

98
5 

w
.

… 
difficult 

… 
husband 

… 
potato 

… 
remember 

…



SEMANTIC PRIOR

Transforms 
analogies 
into vectors! 

Captures 
structure of 
the world!



prior

SEMANTIC PRIOR

likelihood

�̂ = argmax
�

P (R|�, W )P (�)

IMPROVED MODEL: 
similar responses to words with similar meanings



prior

SEMANTIC PRIOR

likelihood

�̂ = argmax
�

P (R|�, W )P (�)

IMPROVED MODEL: 
similar responses to words with similar meanings

NOT 
REPRESENTATIONAL 

SIMILARITY 
ANALYSIS

stay tuned: 
Nuñez, Huth, Oliver, & Gallant (2018?)



SEMANTIC MODEL 
PERFORMANCE: EXCELLENT

r=0 r=0.6

VCVC
AC AC

MCMC
PFC

PFC

n.s.



WORD MODEL  
PERFORMANCE: MEDIOCRE

VCVC
AC AC

MCMC
PFC

PFC

r=0 r=0.6
n.s.



SEMANTIC MODEL IS 
BETTER EVERYWHERE
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SEMANTIC MODEL IS 
BETTER EVERYWHERE

Se
m

a
n

tic

WordThese brain areas 
represent meaning



MODEL INTERPRETATION

What information is represented  
in each voxel?



MODEL INTERPRETATION

Lower response Higher response
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MAPS ARE CONSISTENT 
ACROSS SUBJECTS



LANGUAGE VS. VISION

“Dog”

==?



EXPERIMENTS

"…she was removing photographs 
from the walls and placing them in 

little piles around the house…"

2.5h narrative stories from 
The Moth Radio Hour

Language fMRI data

cliff

ocean

wave

horse

horseman

walk

road

mountainsky

2h natural movies from 
Hollywood movie trailers

Visual fMRI data
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0.0 0.5
n.s.

CORRELATION BETWEEN 
LANGUAGE AND VISION

BORING



gallantlab.org/huth2016

PLACE WORD SELECTIVITY 
JUST OUTSIDE “PLACE AREA”

http://gallantlab.org/huth2016


ONE CATEGORY: PLACES

Subject 1
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JUST 
VISION

JUST 
LANGUAGE

BOTH

NEITHER

ONLY 
LANUGAGE

ONLY 
VISION BOTH

cartoon of “place area” selectivity



ONE CATEGORY: PLACES

Subject 2 Subject 6 Subject 3
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LANGUAGE VS VISION
* what about other categories?

Subject 2 
BODIES

Subject 2 
FACES



GENERAL PROPERTY?

region

rayGeodesic distance from fovea (mm)

Language
Vision

Tu
ni

ng
 fo

r l
oc

al
 s

em
an

tic
 c

at
eg

or
y

Sara Popham



fovea

slope(Language) — slope(Visual)
0 +
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Sara Popham

GENERAL PROPERTY!



Do visual & language cortex form a 
single, contiguous cortical map?

Could this explain why language 
cortex is organized the way it is?



QUESTIONS

* Which came first? Does the organization of 
one follow the other? 

* Studying language maps in congenitally 
blind subjects could help answer this!



QUESTIONS

* What about other 
modalities? 
Somatosensation?



CASEFORGE
with James Gao

Solid coil

Head model subtraction

Head 
coil

Subject 
head

HeadCase– =

caseforge.com

http://caseforge.com


PYCORTEX
with James Gao & Mark Lescroart

pycortex.org

* Fast geodesic distances! 

* WebGL! 

* Flatmaps!

http://pycortex.org


CREDITS
Wendy de Heer 

Sara Popham 
Anwar Nuñez 

Shinji Nishimoto 

Frédéric Theunissen 
Tom Griffiths 
Jack Gallant



THANKS!


