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A B S T R A C T

Ultrasound imaging can struggle with sizing accuracy, especially when the targets have a significantly different
amplitude compared to the surrounding background. In this work, we consider the challenging task of
accurately sizing hyperechoic structures, and specifically kidney stones, where accurate sizing is critical for
determining medical intervention. AD-Ex, an extended alternative model of our aperture domain model image
reconstruction (ADMIRE) pre-processing method, is introduced and is designed to improve clutter removal
and improve sizing accuracy. We compare this method against other resolution enhancing methods such as
minimum variance (MV) and generalized coherence factor (GCF), and against those methods using AD-Ex as a
pre-processing tool. These methods are evaluated among patients with kidney stone disease, with the task of
accurately sizing the stones against the gold standard, computed tomography (CT). Stone ROI’s were selected
using contour maps as reference from which the lateral stone size was estimated. Among the in vivo kidney
stone cases we processed, AD-Ex+MV had the overall lowest sizing error among the methods, with an average
error of 10.8% compared to the next best method AD-Ex which had an average error of 23.4%. For reference,
DAS had an average error of 82.4%. Though dynamic range was evaluated to determine optimal thresholding
for sizing applications, variability between stone cases was too high for any conclusions to be drawn at this
time.
1. Introduction

Sizing in ultrasound imaging can be a challenging task due to
the width of the main lobe. Hypoechoic structures such as cysts and
blood vessels may appear smaller and hyperechoic structures like cal-
cifications may appear larger. A classic clinical task where this is
relevant is in the diagnosis of kidney stone disease. Diagnosis of kidney
stone disease is a two-part challenge for ultrasound, requiring both the
correct detection and subsequently the correct sizing of a stone. Though
ultrasound struggles with detection, coherence-based methods such as
short-lag spatial coherence (SLSC) [1] and mid-lag spatial coherence
(MLSC) [2–5] have shown promise, and color Doppler is frequently
used to enhance stone ‘‘twinkling’’ [6,7].

In comparison, sizing has demonstrated to be the more challenging
task for ultrasound beamformers, especially since the size of the stone
dictates whether or not surgical intervention is necessary. It is generally
accepted that stones smaller than 5 mm are able to pass naturally,
while larger stones require intervention [8,9]. Ultrasound regularly
overestimates the size of kidney stones by as much as 2–3 mm [10–16],
which is likely to lead to an unnecessary recommendation for interven-
tion. It has been suggested that measuring the acoustic shadow of the
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kidney stone can improve accuracy [2,15,17], though the appearance
of the shadow can depend on surrounding tissue and the transducer
parameters [18,19], and is difficult to detect for small stones [17,20].
Other semi-automatic measurement techniques have been proposed
and tested in vitro [3,15], but the ability to translate these methods to in
vivo cases may be difficult due to the significantly increased complexity
of surrounding tissue. As a result, the gold standard for sizing falls to
computed tomography (CT) [21,22].

This work expands on our early efforts with expanded ADMIRE
models in simulations [23] and will focus on the sizing task related
to characterization of kidney stone disease, where the goal is to min-
imize the error between ultrasound measured sizes and the CT sizes,
ideally attaining a margin of error for each stone that is less than
or equal to ±10% of the CT reported size. In this work, we compare
classic methods such as minimum variance (MV) and generalized co-
herence factor (GCF) to a new variant of ADMIRE, AD-Ex. ADMIRE, or
aperture domain model image reconstruction, is a model-based beam-
former that removes clutter components based on the linear physics
of wave propagation, and AD-Ex aims to further improve rejection of
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off-axis clutter signals, which produces improved lateral performance
for sizing accuracy tasks. We additionally show that this new method
outperforms ADMIRE combined with MV, which we have previously
demonstrated enhances lateral resolution compared to either MV or
ADMIRE alone [24,25]. Since ADMIRE and AD-Ex can both be used as
pre-processing steps, for example to use with MV as mentioned above,
matching and improving on the performance of ADMIRE+MV enables
further considerations for other beamformers to enhance other aspects
of image quality. We include simulations to get a baseline understand-
ing of our methods, but the primary focus is on the application of our
methods to in vivo kidney stones.

We additionally consider how sizing accuracy might be related to
the dynamic range of the image. Rather than strictly measure stones
at traditional dynamic ranges, we show how the dynamic range of the
image impacts the size of the target as measured by the beamformers
presented.

2. Beamforming algorithms

All beamformers and methods were implemented in MATLAB (The
MathWorks, Natick, MA, USA).

2.1. Delay-and-sum (DAS)

Delay-and-sum (DAS) is the summation of delayed channel data
across 𝑀 channels as given by

𝑆DAS(𝑥, 𝑧) =
𝑀
∑

𝑖=1
w𝑖(𝑥, 𝑧)𝑠𝑖(𝑥, 𝑧). (1)

The delayed channel data 𝑠𝑖(𝑥, 𝑧) corresponds to channel 𝑖, a-line index
𝑥, and discrete time index 𝑧. Apodization can be controlled by the
weighting factor w𝑖(𝑧). Hamming apodization is often used for the
weighting term to improve sidelobe performance, however, this is at
the cost of broadening the main lobe, reducing spatial resolution. Since
our focus for this work is on improving sizing, particularly in the case of
kidney stones using ultrasound, we opt to use rectangular apodization.

2.2. Minimum variance (MV)

Minimum variance (MV) is functionally an adaptively weighted DAS
image. By optimizing the weighting terms from the DAS equation to
reduce off-axis interference, lateral resolution can be improved [26,27].
The optimized weights (boldface indicates vectors) are defined as

𝐰 = 𝑅−1𝐞
𝐞𝐻𝑅−1𝐞

, (2)

for the steering vector e and conjugate transpose H. The covariance
matrix R is further defined as

𝑅(𝑥, 𝑧) = E[𝐬(𝑥, 𝑧)𝐬(𝑥, 𝑧)𝐻 ], (3)

or the expectation E[⋅] and delayed aperture signal 𝐬(𝑥, 𝑧). Subarray
veraging and diagonal loading methods [27] are used to get an
nvertible covariance matrix, with the conventional choice of subarray
engths of 𝐿 = 0.5𝑀 and diagonal loading equal to 𝜖 = 𝛥 ⋅ tr(�̂�),
here 𝛥 = 1∕(10𝐿) [27]. The MV signal can then be estimated from

he delayed channel data for each subarray �̄�(𝑥, 𝑧) with

ŜMV(𝑥, 𝑧) =
1

𝑀 − 𝐿 + 1

𝑀−𝐿
∑

𝑙=0
𝐰(𝑥, 𝑧)𝐻 𝐬𝑙(𝑥, 𝑧). (4)

Since the goal of this work is improving spatial resolution to im-
prove sizing accuracy, it should be noted that adjusting the subarray
lengths and amount of diagonal loading changes the resolution of the
beamformer. In particular, we generally want smaller amounts of di-
agonal loading, while increasing the size of the subarrays will result in
improvements to resolution [27]. However, like others, we found in our
previous work involving minimum variance [25] that increasing the
2

𝑦

subarray size too much results in significant image quality degradation,
which can render an image unrecognizable. As a result, we will use
moderate lengths of 𝐿 = 0.5𝑀 and 𝛥 = 1∕(10𝐿) for simulations, while
in vivo we drop the subarray sizes to 𝐿 = 0.25𝑀 . The exception to this
is when we apply minimum variance after pre-processing with ADMIRE
or AD-Ex (described in Section 2.6), where we found we can safely
increase the subarray sizes back to 𝐿 = 0.5𝑀 without loss of image
quality [25].

2.3. Generalized coherence factor (GCF)

Rather than weighting the channels as in MV, generalized coherence
factor (GCF) weights the final DAS image. This weighting is the ratio
of the energy in a chosen low-frequency region of the aperture to the
total energy [28], and is calculated per pixel (𝑥, 𝑧) with

GCF(𝑥, 𝑧) =
∑𝑀0

𝑘=0 |𝑃𝑘(𝑥, 𝑧)|
2

∑𝑀
𝑘=0 |𝑃𝑘(𝑥, 𝑧)|

2
. (5)

The low-frequency region is defined by a cutoff index 𝑀0 calculated
from the discrete Fourier transform 𝑃 (𝑘) as defined by

𝑃𝑘(𝑥, 𝑧) = 𝑒𝑗𝜋𝑘
𝑀
∑

𝑖=0
𝑠𝑖(𝑥, 𝑧)𝑒−𝑗2𝜋(𝑖𝑘∕𝑀). (6)

By controlling the cutoff index we can range between coherence factor
(𝑀0 = 0) and DAS (𝑀0 = 𝑀), and here we choose to use 𝑀0 = 5 as
done in previous works [29,30]. The weighted GCF image is then

𝑆GCF(𝑥, 𝑧) = GCF(𝑥, 𝑧)𝑆DAS(𝑥, 𝑧). (7)

2.4. Aperture domain model image reconstruction (ADMIRE)

Aperture domain model image reconstruction (ADMIRE) is a pre-
processing method designed for the removal and suppression of re-
verberation clutter, off-axis interference, and wavefront aberration.
A detailed explanation of the full algorithm is presented by Byram
et al. [31] with more specifics available elsewhere [32,33], but we will
reproduce as much as is necessary to understand the work here.

ADMIRE performs all processing in the frequency domain by divid-
ing up broadband signals into narrowband components for processing.
This is done by subdividing the delayed channel data axially into many
overlapping windows, and applying a short-time Fourier transform
(STFT). We generally use 90% overlap between windows to maintain
good speckle texture. This produces an aperture signal for each a-
line and primary frequency component of the windowed broadband
signal. Each aperture domain signal is analyzed against a physics-based
model that contains the predicted aperture domain signal responses
for scatterers throughout the imaging space. These responses can be
calculated due to the linear nature of sound wave propagation, and in
theory any received signal can be represented as the linear combination
of these responses with the equation

𝑝𝑠(𝑥; 𝑡, 𝜔) =
𝑁−1
∑

𝑛=0
𝐴(𝑥; 𝑥𝑛, 𝑧𝑛, 𝜏𝑛, 𝜔)𝑒𝑗𝑘𝜏(𝑥;𝑥𝑛 ,𝑧𝑛 ,𝜏𝑛). (8)

ere, 𝑥 is indexing the aperture location and 𝜔 defines the post-STFT
requency of the signal. For the signal arriving at the aperture at time 𝑡,
here are a total of 𝑁 responses from scatterers in the medium arriving
t that time. The wavefront delay 𝜏(𝑥; 𝑥𝑛, 𝑧𝑛, 𝜏𝑛) is for a signal originat-
ng from (𝑥𝑛, 𝑧𝑛) at time 𝜏𝑛, and 𝑘 is the wavefront number. Finally, a
easure of amplitude modulation across the aperture 𝐴(𝑥; 𝑥𝑛, 𝑧𝑛, 𝜏𝑛, 𝜔)

s included, which is based on effects of the STFT windows and element
ensitivity.

By individually estimating these scatterer responses, we can com-
ine all of them into a model matrix, X, which can be used to represent
ny frequency-domain aperture domain signal, 𝑦, with the equation
= X𝛽, (9)
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Table 1
ADMIRE and AD-Ex Model space parameters.

Parameter Value

𝛼 0.9
𝜆 (0.00189)𝑦

RMS

Xclutter Sampling 3.577res𝑙𝑎𝑡𝑒𝑟𝑎𝑙 , 7.154res𝑎𝑥𝑖𝑎𝑙
Xclutter Size Full Imaging Space
XROI Sampling 0.179res𝑙𝑎𝑡𝑒𝑟𝑎𝑙 , 0.715res𝑎𝑥𝑖𝑎𝑙
XROI Ellipse Radii (0.5res𝑙𝑎𝑡𝑒𝑟𝑎𝑙 , res𝑎𝑥𝑖𝑎𝑙)
Xextended Sampling 0.358res𝑙𝑎𝑡𝑒𝑟𝑎𝑙 , 0.715res𝑎𝑥𝑖𝑎𝑙
Xextended Ellipse Radii (res𝑙𝑎𝑡𝑒𝑟𝑎𝑙 , 2res𝑎𝑥𝑖𝑎𝑙)

where every received signal 𝑦 corresponds to some location (𝑥𝑛, 𝑧𝑛)
nd frequency 𝜔, and we are solving for 𝛽, the unknown set of model
oefficients that will reveal the origins of the scatterer responses that
ombine to make the received signal. Fig. 1A shows a visual example of
ow signals in the model X = [Xclutter XROI] could correspond to specific
hysical locations in the field of view. By design, the matrix consists of
oth clutter signals Xclutter, which includes image degradation sources
uch as reverberation clutter and off-axis interference, and region of
nterest (ROI) signals XROI, which is all the signals originating near
he target (𝑥𝑛, 𝑧𝑛). The model coefficients 𝛽 then represent the specific
ignals that linearly combine to form 𝑦. By solving for 𝜷 and zeroing
hose coefficients corresponding to signals in Xclutter, the decluttered
perture signal can be reconstructed with

decluttered = X𝛽ROI. (10)

e can specify which signals we want to keep by how we define the
OI, an ellipse, around the target (𝑥𝑛, 𝑧𝑛). The major and minor radii
f this ellipse are calculated as 𝑐𝑎𝑥𝑖𝑎𝑙res𝑎𝑥𝑖𝑎𝑙 and 𝑐𝑙𝑎𝑡𝑒𝑟𝑎𝑙res𝑙𝑎𝑡𝑒𝑟𝑎𝑙, with

𝑐𝑎𝑥𝑖𝑎𝑙 and 𝑐𝑙𝑎𝑡𝑒𝑟𝑎𝑙 scalars based on how large we desire the ROI to be in
the axial and lateral dimensions. The axial sampling is approximated
with res𝑎𝑥𝑖𝑎𝑙 ≈ 2res𝑙𝑎𝑡𝑒𝑟𝑎𝑙, and the lateral sampling is estimated as
es𝑙𝑎𝑡𝑒𝑟𝑎𝑙 ≈ 𝜆𝑤𝑧𝑛{|𝑝𝑠(𝑥𝑛, 𝑧𝑛, 0)|}𝐵𝑊 , where 𝜆𝑤 is the wavelength and
{| ⋅ |}𝐵𝑊 is the lateral bandwidth at (𝑥𝑛, 𝑧𝑛). The specific choices

for this application are included in Table 1, with the scalars chosen
empirically from previous testing. As defined here, the ROI for the
model is determined based on physical ultrasound parameters, and is
completely independent of the actual content in the ultrasound image.

However, the inverse matrix calculation that would be used to
solve (9) is ill-posed due to the much smaller size of the aperture
signal 𝑦 compared to the much larger size of the model X. Instead, the
elastic-net regularization technique [34] is used to solve for the model
coefficients. The optimization equation is

𝛽 = argmin
𝛽
(‖𝑦 − X𝛽‖2 + 𝜆(𝛼‖𝛽‖1 + (1 − 𝛼)‖𝛽‖22∕2)), (11)

where ‖𝛽‖1 and ‖𝛽‖2 are the L1 and L2 norm, and 𝛼 can be set
between 0 and 1 to control the weighting between them. The degrees of
reedom of the solution can be controlled by a separate regularization
arameter, 𝜆 [35]. The chosen values for these parameters are included
n Table 1, based on values from previous work [31,32].

With the model coefficients estimated by the elastic-net, the declut-
ered aperture domain signal can be calculated with (10) as described.
he decluttered signal can then be returned to the time domain via
he inverse STFT [36]. Since this entire process is performed along the
hannel dimension, the result is decluttered channel data, where post-
rocessing methods such as DAS, MV, and GCF can still be applied.
omputation using these models required the use of the Vanderbilt
niversity ACCRE computing center, where in vivo cases were generally

plit among 100 processors, each taking between 30 to 90 min to
ompute, varying based on the size of the model which increases with
ncreased depth. Though real-time implementations of ADMIRE have
een created [37,38], the model creation process in that version is
3

ifferent and is currently incompatible with this work.
2.5. ADMIRE-extended (AD-Ex)

AD-Ex is an alternative model setup for ADMIRE originally imple-
mented with iterative ADMIRE [23,30,39]. Due to the interaction of
the elastic-net regularization and our model, we occasionally run into
the problem of certain signals not being fit well. Specifically, since
the elastic-net balances between L1 and L2 regularization, we have
some of the benefits and detriments of both. L1 pushes towards sparse,
selective solutions, while L2 pushes to include all predictors when there
is correlation among predictors. Predictors in close proximity can be
highly correlated, and thus the use of L2 in the regularization results
in many of these predictors being selected together, which can be an
issue if they are located near the border of the ROI. The highly-sampled
ROI in the model is attractive to the elastic-net for fitting, which
can result in somewhat correlated non-ROI signals being fit with ROI
predictors, and therefore not being correctly removed. This is especially
problematic for off-axis clutter signals originating from near, but not in,
the ROI.

The model solution we chose is X = [Xclutter XROI Xextended], shown
n Fig. 1B. We designed a small extended clutter region surrounding
he ROI that has a sampling rate that falls in between that of the ROI
nd the rest of the clutter region. The specific sampling and size of the
xtended region is included in Table 1. We consider both X𝑐𝑙𝑢𝑡𝑡𝑒𝑟 and

X𝑒𝑥𝑡𝑒𝑛𝑑𝑒𝑑 as clutter regions to be removed. This results in clutter signals
that were being fit in the ROI being fit into this extended clutter region
instead, resulting in the correct removal of these signal components.
In testing, the extended model did not have a significant impact on
computation time, as the additional model predictors are negligible
compared to the size of the base ADMIRE model.

In summary, for clutter signals that originate from inside the ex-
tended region, those predictors are more likely to be correlated with
predictors in the ROI due to close physical proximity. This means that
normal ADMIRE is unlikely to fully reject those signals, meaning the
acceptance region is effectively larger than we have actually designed
it. However, using the extended region will help to fit these clutter
signals more accurately, and critically to reduce the likelihood of the
elastic-net preferring ROI predictors. This is shown in the simulation
included in Fig. 1, where the off-axis scatter marked by the ‘x’ is
partially fit using the ROI acceptance region when using the normal
ADMIRE model, which would result in incomplete rejection. However,
using the extended model does prevent the ROI from being used to fit
the clutter signal. This will improve rejection of off-axis clutter signals
and should improve lateral resolution and performance when using the
extended model. By using lower sampling compared to the actual ROI,
this should prevent the reverse problem of ROI signals being fit into
the extended region.

2.6. Post-ADMIRE processing

Due to the nature of the reconstruction step with ADMIRE, the
original dimensionality of the input data can always be recovered after
denoising. This makes ADMIRE a powerful option as a pre-processing
tool that can be used before other beamformers. We have shown in
previous work that MV can benefit from pre-processing with ADMIRE
for improving lateral resolution [24,25,40] due to the denoising that
ADMIRE provides, so we include here MV applied after pre-processing
with ADMIRE (AD+MV) to compare against AD-Ex. Since AD-Ex is a
modification of ADMIRE, it similarly can function as a pre-processing
step, so we also include both MV and GCF applied after pre-processing
with AD-Ex (AD-EX+MV and AD-EX+GCF) to see how they compare

against AD-Ex alone for completeness.
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Fig. 1. (A-B) An example ADMIRE model X, which consists of signals from clutter locations (sparsely sampled, e.g ‘a’ and ‘b’), and signals from region of interest locations (highly
sampled, e.g. ‘c’). By solving the matrix equation, we can estimate which physical sources in the modeled imaging space make up the received echo. Signals ‘a’ and ‘b’ represent
reverberation clutter signals and off-axis signals, respectively, while ‘c’ is an example of a signal from the ROI. (D-E) A modified model, called here the AD-Ex model, includes an
extension that is an intermediate clutter region X𝑒𝑥𝑡𝑒𝑛𝑑𝑒𝑑 composed of signals represented by ‘d’. The proposed intermediate clutter region is sampled at half that of the ROI, but
still more than the remaining clutter. This helps to ensure proper classification and removal of signals originating near, but not in, the ROI. (C, F) Plots that show a simulation
example where a single off-axis scatter (marked by the ‘x’) is simulated outside of the ROI (shown as the small circled area). The dots indicate physical locations where signals
are modeled, and the asterisks show locations that are being used by the elastic-net to fit the observed signal. In (C), the normal model from (A) is used, and some ROI predictors
are used by the elastic-net in order to best-fit the observed signal. However, in (F) when the extended model from (D) is used, the same signal is fit only using clutter predictors
from the background and extended regions, resulting in more complete removal of the off-axis signal.
3. Methods

3.1. Simulated phantoms

We used Field II [41,42] to simulate n=6 5 mm hyperechoic cysts
at amplitudes of 40, 50, 60, and 70 dB as rudimentary equivalents to
kidney stones at our targeted size of interest. We additionally simulated
single point targets with 60 dB signal-to-noise ratio (SNR) of added
Johnson–Nyquist noise to perform resolution comparisons between
methods. The simulation parameters for both simulations are detailed
in Table 2.

We estimated the lateral amplitude profiles of the simulated cysts
by averaging the amplitude radially within ±10◦ of the lateral axis, as
is shown in Fig. 2. For each method and cyst we calculated the lateral
cyst size from the profiles at the 30 dB and 6 dB thresholds. The 30 dB
threshold represents how a sonographer would normally size from a b-
mode image, since 30 dB or lower thresholds all measure equivalently,
as can be seen from the amplitude plot in the figure. The 6 dB threshold
is an alternative based on how the full width at half maximum (FWHM)
is measured for resolution metrics. For the simulated point targets, the
lateral point-spread functions were evaluated for each method.

3.2. In vivo kidney stone data

We captured in vivo kidney data from patients with one or more kid-
ney stones using a Verasonics Vantage Ultrasound System (Verasonics,
4

Table 2
Field II simulation parameters for contrast target phantoms.

Parameter Value

Number of elements 117
Number of mathematical elements (lateral) 7
Number of mathematical elements (elevation) 11
Element height 4 mm
Element width 0.254 mm
Kerf 0.003 mm
Lateral pitch 0.257 mm
Center frequency (𝑓𝑐 ) 3 MHz
Sampling frequency (simulation) (𝑓𝑠) 640 MHz
Sampling frequency (downsampled) (𝑓𝑠) 40 MHz
Bandwidth 60%
Transmit focal depth 3 cm
Transmit/receive f-number 1

Inc., Kirkland, WA) with a C5-2 curvilinear transducer. A curvilinear
plane wave synthetic focusing acquisition [43] was used, which allows
for focusing at all depths using synthetic transmit focuses that are
placed throughout the image. A center frequency of 4.1667 MHz was
used to acquire 64 angles uniformly spaced spanning 37◦. For every
patient and stone, a previous CT scan was available from which the
stone size was measured, and the longest axis was determined. This
allowed the physician to acquire the ultrasound data such that the
longest axis was in the lateral dimension, which is the dimension used
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Fig. 2. (Top) DAS of an example 40 dB simulated 5 mm cyst, with the solid black line
indicating the true cyst boundary. The cyst boundary was estimated from the radial
region indicated by the white lines. (Bottom) plot of radial average amplitude, with the
dashed lines indicate the true edges of the cyst. We indicate two thresholds, 6 dB and
30 dB, to show how they would underestimate and overestimate cyst size, respectively.

clinically to measure stone size. The axial axis is generally avoided
for sizing since it can be impacted by reverberation artifacts such as
comet trails. We acquired n=8 kidney stone images across 7 different
patient volunteers that had recent CT images on file to use as the gold
standard. In total, CT stone sizes ranged from 2.3 to 12.2 mm. The
average BMI was 30.6 ± 7.1 kg∕m2, with four of the stones originating
from patients being categorized as obese (≥ 30), two as overweight (≥
25 and <30), and two as being within the normal range (≥ 18.5 and
<25). The Vanderbilt University IRB approved the protocols used to
acquire the data (IRB# 170001).

3.3. Kidney stone image metrics

First, for every stone and method, we needed to select the stone in
the image for sizing and image quality purposes. We first had a physi-
cian manually size 30 dB dynamic range DAS images of each stone.
Then a contour map for each DAS case and the physician measurement
was used to manually draw an ROI of the stones in those DAS cases. An
ROI was then manually drawn for each other method using the respec-
tive contour map as a guide, but without a physician measurement as
reference. Since this work focuses solely on the sizing task of diagnosis,
all stone locations were already known when measuring the images,
but the stone size was unknown. From Fig. 2, sizing at 30 dB or a more
traditional 50 dB should be comparable, so we chose to use 30 dB for
all sizing expecting that it would aid in stone visibility. Note that this
stone ROI is unrelated to the ROI in the ADMIRE algorithm, and they
are chosen completely independent of each other.

The stone size was automatically estimated from each stone ROI
as the longest lateral distance. The lateral axis is chosen even in cases
where the axial dimension appears larger as it is consistent with clinical
procedures, and attempts were made when acquiring data to make the
longest stone axis be along this dimension. The background region is
also automatically selected as a circular region centered on the middle
of the stone ROI, with a total area of 2.5 times the area of the stone
ROI (to compensate for the non-standard shapes of the kidney stones).
This process is challenging due to the extremely wide variety of shapes
kidney stones can take, as shown in Fig. 3, which can make it difficult
to differentiate an oddly-shaped large kidney stone versus a smaller
stone with adjacent bright tissue. As a result, we tried to balance the
physician measurements with the contour maps to be as objective as
5

Fig. 3. Examples of small ex vivo kidney stones, to demonstrate the wide variety of
shapes they can take.

possible with the ROI selections, though we have also included physi-
cian measurements for AD+MV, AD-Ex, AD-Ex+MV, and AD-Ex+GCF
to compare against these manually drawn ROI measurements. All of
the stones and the ROI selections can be found in the supplementary
materials for transparency. An example of this ROI selection and sizing
process is shown in the top row of Fig. 5.

ROI-based measurements and physician measurements were com-
pared against the provided CT measurements and both measured size
and percent error compared to CT were reported. For completeness, the
contrast ratio and generalized contrast-to-noise ratio (gCNR) [44,45]
were calculated from the stone ROI selected and a background region
chosen. Contrast ratio was defined as

contrast ratio = −20log10

(

𝜇ROI
𝜇background

)

(12)

where 𝜇 is the mean value of the indicated region of the enveloped,
uncompressed data. Overlap for gCNR was estimated using the standard
100 histogram bins.

To evaluate how the dynamic range of the b-mode image may
impact sizing accuracy, we estimated the stone ROI for each case at
1 dB increments on dynamic ranges ranging from 30 to 6 dB. This
allowed us to plot the measured stone size versus the dynamic range
threshold at which it was measured, giving us an estimate of what
dynamic range could be used for each case to accurately measure that
specific stone.

4. Results

4.1. Simulated cysts and point targets

The average estimated widths of the 5 mm simulated hyperechoic
cysts are included in Table 3. The 30 dB threshold measurements
show that all methods tend to overestimate the size of the cyst by
0.5–1.5 mm, more than 10%. In comparison, at 6 dB all methods
underestimated the cyst size, implying that if we measured at some
intermediate threshold we would size cysts accurately. However, each
method is off by varying amounts, which means that the accurate
threshold would be different for each method. For example, DAS and
ADMIRE are fairly accurate at 6 dB, but MV underestimates signif-
icantly. The measurements are mostly consistent for different cyst
amplitudes, with a minor trend of larger estimates for brighter cysts.

The point spread functions for the simulated single point targets
are included in Fig. 4. The MV, AD+MV, and AD-Ex+MV methods
are noticeably more narrow at the apex of the PSF compared to other
methods. AD-Ex separately shows significant improvement by lowering
the amplitude of the side lobes, which is maintained when used in
combination with MV and GCF. AD-Ex+MV shows additional main lobe
improvement compared to MV, AD-Ex, or AD+MV at all amplitudes.
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Fig. 4. Point spread functions of simulations of a single point target with 60 dB SNR of added thermal noise. DAS, GCF, and ADMIRE all have similar profiles, while MV has
a narrower profile in the range of −20 to 0 dB. AD-Ex has a similar profile to ADMIRE, but narrows at levels below −40 dB. AD+MV and AD-Ex+MV show a narrower profile
compared to either method alone at all levels, while AD-Ex+GCF is nearly identical to AD-Ex.
Table 3
Measured sizing error of 5mm cysts at various amplitudes (Measured - true).

Measured size error at 30 dB threshold (mm)

Cyst 40 dB 50 dB 60 dB 70 dB

DAS 1.23 ± 0.22 1.29 ± 0.22 1.29 ± 0.23 1.43 ± 0.25
MV 0.86 ± 0.08 0.90 ± 0.06 0.92 ± 0.07 0.92 ± 0.08
GCF 0.83 ± 0.07 0.83 ± 0.07 0.83 ± 0.07 0.89 ± 0.14
ADMIRE 0.87 ± 0.06 0.90 ± 0.06 0.90 ± 0.08 0.98 ± 0.17
AD+MV 0.74 ± 0.08 0.78 ± 0.06 0.79 ± 0.06 0.83 ± 0.09
AD-Ex 0.74 ± 0.09 0.76 ± 0.07 0.77 ± 0.06 0.81 ± 0.10
AD-Ex+MV 0.56 ± 0.11 0.58 ± 0.10 0.59 ± 0.10 0.61 ± 0.12
AD-Ex+GCF 0.69 ± 0.12 0.71 ± 0.11 0.71 ± 0.11 0.75 ± 0.13

Measured size error at 6 dB threshold (mm)

Cyst 40 dB 50 dB 60 dB 70 dB

DAS −0.23 ± 0.34 −0.22 ± 0.33 −0.22 ± 0.33 −0.28 ± 0.38
MV −1.05 ± 0.43 −1.01 ± 0.50 −1.01 ± 0.50 −1.01 ± 0.50
GCF −0.73 ± 0.67 −0.73 ± 0.67 −0.73 ± 0.66 −0.77 ± 0.70
ADMIRE −0.23 ± 0.35 −0.22 ± 0.34 −0.22 ± 0.34 −0.28 ± 0.39
AD+MV −0.83 ± 0.64 −0.82 ± 0.64 −0.82 ± 0.64 −0.83 ± 0.65
AD-Ex −0.31 ± 0.58 −0.31 ± 0.58 −0.31 ± 0.58 −0.36 ± 0.60
AD-Ex+MV −0.85 ± 0.64 −0.75 ± 0.68 −0.75 ± 0.68 −0.78 ± 0.71
AD-Ex+GCF −0.47 ± 0.64 −0.47 ± 0.64 −0.47 ± 0.64 −0.66 ± 0.73

4.2. In vivo kidney stone results

4.2.1. ROI-based results
Fig. 5 shows an example of the in vivo sizing process for DAS (top

row) and the resulting region selections for the other methods (bottom
row) for kidney stone Case 1. The red line with arrows indicates the
physician estimated size from the 30 dB dynamic range b-mode image,
while the blue line with tick marks indicates the ROI estimated size of
the stone. The remaining b-mode and region selections for all other
stone cases can be found in the supplementary materials, including
physician and ROI size estimates. Note that only DAS, AD+MV, AD-
Ex, AD-Ex+MV, and AD-Ex+GCF were manually sized by the physician
as the other methods did not produce sufficient improvements to be
considered.

Table 4 shows the measured stone size and percent error com-
pared to CT when using the manually drawn ROI, while the physician
measurements are included in Table 6 and will be discussed later
in the section. The BMI of the patient, depth of the stone, and CT
measurements are included in each table for quick reference. Table 5
includes the contrast ratio and gCNR based on the ROI of each stone.
Stone cases are listed in ascending order of CT measured size (i.e. Case
1 is the smallest stone and Case 8 is the largest).

The ROI-based measurements in Table 4 show that the stones were
very rarely underestimated, and those instances were by less than 5%.
On average, DAS reported 82.4% error, while the combined ADMIRE
methods all reported <30%, an improvement compared to the other
methods. The combination with MV improved accuracy and lowered
6

variance for both ADMIRE and AD-Ex, with AD-Ex+MV reporting the
lowest average error at 10.8% and the second lowest variance among
the methods, only narrowly being beaten by AD+MV. The improve-
ment of combining MV with either variant of ADMIRE is particularly
more effective than when MV is used by itself, which only provides a
minor improvement in accuracy and a small improvement in variance
compared to DAS. GCF fairs a bit differently, performing better alone
(producing improvements compared to DAS and MV) than in combi-
nation with AD-Ex (equivalent performance in most cases, with worse
performance in Case 4). Fig. 6 shows a summary of the ROI measured
sizes, though DAS and MV are not included to improve readability of
the figure. Overall, AD-Ex+MV sizes five of the eight cases within an
error of ±10% and is the most accurate method in two of the remaining
three cases. This is followed by AD-Ex which manages an error of less
than ±10% in four cases, and AD-Ex+GCF at three cases.

The contrast ratio and gCNR calculated from the stone ROI for each
case and method are included in Table 5, giving us a representation
of the visibility of these stones, with higher values suggesting easier
visibility. Generally, GCF or AD-Ex+GCF had the greatest contrast ratio
and gCNR of all the methods, and both report consistently higher than
DAS and MV. AD-Ex reported higher contrast ratio and gCNR compared
to AD+MV in all but one case (Case 3), and AD-Ex+MV and AD-Ex+GCF
performed similarly to AD-Ex alone, though sometimes producing mi-
nor improvements. This means that the combination of MV or GCF with
AD-Ex appears to maintain the image quality improvements that AD-Ex
is producing.

Fig. 7 shows an attempt to optimize the dynamic range threshold
for measuring stones for DAS, GCF, and AD-Ex. The numbered triangles
indicate the stone case and the threshold at which the stone is measured
accurately, i.e. where the solid ultrasound measurement line meets
the dashed CT size line. DAS appears to be accurate mostly in the
range of −6 to −12 dB, while GCF and AD-Ex are much more varied.
These plots generally agree with our cyst simulations, showing more
overestimation towards −30 dB, and less or even underestimation
towards −6 dB. It also in agreement with our decision to make mea-
surements at −30 dB, since the curves flatten out considerably in that
range for all methods and stones, meaning the sizing would be fairly
similar to a more normal b-mode image at 50 or 60 dB. However, the
large variability of the optimal thresholds, especially between methods,
makes it difficult to determine if there exists an optimal threshold for
stone sizing. As a result, choosing the 30 dB threshold for the rest of
the measurements was the only objective way we could compare each
method.

Considering both sizing accuracy and contrast ratio and gCNR, the
AD-Ex-based methods, AD+MV, and GCF reported better accuracy and
visibility compared to the other methods, with AD-Ex+MV on top due
to better sizing accuracy. Since MV primarily narrows the main lobe
between −20 and 0 dB, it did not provide a noticeable improvement
compared to DAS when measuring on a 30 dB dynamic range, and when
measuring at −6 dB as we did for the simulated cysts, DAS was already
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Fig. 5. Example of the sizing process for in vivo kidney stone Case 1 (CT size of 2.3 mm). The top row shows the process for DAS, starting with the full kidney image on a 50 dB
scale. The white square in the full image indicates the region that is shown in the following zoomed images. These zoomed images are shown at 30 dB and were used for sizing.
The red arrows show the physician-marked stone size, which was used in combination with the contour map to manually circle the stone region for measurements, marked as the
red outline. Ultrasound when used for sizing uses the lateral axis for accuracy, so the stone size is the longest lateral extent of the ROI, marked as the blue line. The yellow line
shows the region used for the background, which is automatically selected as a circular region double the area of the stone region. The bottom row shows the end results for the
same case for MV, GCF, ADMIRE, AD+MV, AD-Ex, AD-Ex+MV, and AD-Ex+GCF.
Table 4
Patient statistics and ROI-based size measurements for in vivo kidney stones.

Patient statistics

Case 1 2 3 4 5 6 7 8

BMI (kg/m2) 24.4 22.6 25.5 35.3 36.9 42.3 32.2 25.5
Depth (cm) 4.4 4.3 5.3 8.4 13.5 8.6 12.4 7.3
CT (mm) 2.3 3.4 4.7 5.4 5.9 6.3 7.1 12.2

ROI measured size (mm)

Case 1 2 3 4 5 6 7 8

DAS 7.3 5.4 10.1 6.2 12.0 8.5 14.6 14.1
MV 6.8 5.6 10.0 6.4 12.1 8.8 14.5 14.0
GCF 4.1 4.5 9.0 5.7 9.3 6.7 12.2 12.4
ADMIRE 5.7 5.5 9.0 6.8 8.5 7.4 14.1 12.6
AD+MV 3.0 4.0 7.5 6.9 7.7 7.2 10.0 12.7
AD-Ex 3.0 3.3 7.7 5.5 8.8 6.3 11.0 11.7
AD-Ex+MV 2.3 3.4 6.7 6.6 5.6 6.0 9.7 11.8
AD-Ex+GCF 2.8 3.3 7.5 7.9 8.9 6.0 11.0 11.7

Percent error compared to CT (%)

Case 1 2 3 4 5 6 7 8 Average

DAS 215.2 58.8 114.9 13.9 102.5 34.1 104.9 15.2 82.4 ± 67.3
MV 193.5 63.2 112.8 17.6 104.2 39.7 104.2 14.3 81.2 ± 60.0
GCF 80.4 32.4 90.4 4.6 57.6 6.3 71.8 1.6 43.2 ± 36.5
ADMIRE 147.8 60.3 90.4 26.9 43.2 17.5 97.9 3.3 60.9 ± 48.5
AD+MV 30.4 17.6 59.6 27.8 29.7 13.5 40.1 3.7 27.8 ± 17.2
AD-Ex 28.3 −2.9 62.8 0.9 49.2 −0.8 54.2 −4.1 23.4 ± 28.6
AD-Ex+MV 2.2 −1.5 42.6 21.3 −5.9 −4.8 36.6 −3.7 10.8 ± 19.8
AD-Ex+GCF 21.7 −4.4 59.6 46.3 50.0 −4.8 54.2 −4.1 27.3 ± 28.5
Fig. 6. (Left) US measured stone size versus CT stone size for all cases. Note that the methods are slightly staggered for visibility. The dashed lines are positioned at stone sizes
of 4.5 mm, which round up clinically to 5 mm. (Right) percent sizing error versus CT stone size for all cases. The dashed lines are positioned at ±10%.
underestimating true cyst size which makes MV underestimate by an
even greater amount. Since clinical measurements would be made more
7

in the range of 30 dB or higher, it is reasonable to expect that MV
would not demonstrate an improvement for sizing in vivo. However,
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Table 5
Contrast ratio and gCNR for in vivo kidney stones.

Stone contrast (dB)

Case 1 2 3 4 5 6 7 8

DAS 15.51 11.35 14.92 7.52 13.03 14.83 11.66 12.54
MV 14.84 10.50 14.82 5.77 12.85 14.05 11.54 12.40
GCF 24.04 23.29 23.33 13.92 19.67 20.07 21.54 19.13
ADMIRE 19.71 14.23 18.32 5.85 14.99 18.44 15.20 15.16
AD+MV 23.61 17.37 19.54 6.10 14.01 17.12 13.62 14.83
AD-Ex 25.34 20.72 15.62 11.61 20.43 19.85 22.42 18.04
AD-Ex+MV 27.29 22.50 18.23 11.85 20.33 20.61 21.84 17.25
AD-Ex+GCF 26.34 22.21 15.71 11.15 20.84 20.84 23.90 18.41

Stone gCNR

Case 1 2 3 4 5 6 7 8

DAS 0.78 0.72 0.77 0.59 0.65 0.73 0.54 0.70
MV 0.78 0.66 0.79 0.48 0.64 0.70 0.54 0.73
GCF 0.91 0.91 0.85 0.63 0.80 0.85 0.85 0.81
ADMIRE 0.86 0.76 0.84 0.44 0.75 0.82 0.72 0.76
AD+MV 0.90 0.74 0.86 0.38 0.19 0.81 0.04 0.64
AD-Ex 0.94 0.88 0.69 0.57 0.84 0.84 0.82 0.78
AD-Ex+MV 0.94 0.81 0.75 0.57 0.90 0.84 0.83 0.70
AD-Ex+GCF 0.94 0.88 0.69 0.54 0.84 0.87 0.87 0.77

when combined with ADMIRE or AD-Ex, the simulations showed that
the main lobe is further narrowed over a much larger range, which does
result in improvements in vivo.

4.2.2. Physician-based results
The physician measurements are included in Table 6, and the com-

parison of those values to the ROI-based measurements are included
in Table 7. Measurements were not made for MV, GCF, and ADMIRE
alone as they were not significantly better compared to DAS, or as good
as the included methods. Since the initial DAS ROI’s were measured
with reference to the physician measurements, the DAS ROI-based
and physician measurements are very similar. However, in all other
cases the physician measurements are consistently smaller compared to
the ROI-based measurements. This results in AD+MV measuring more
accurately compared to the ROI’s, and for many of the AD-Ex methods
actually underestimating the CT stone size. This results in an increased
variance in percent error compared to the ROI measurements. Based
on these results, AD+MV measures within ±10% error in four of eight
cases, followed by AD-Ex and AD-Ex+GCF with only two of eight cases.

We also include Fig. 8, which shows a visual example of Cases 1,
5, and 8 to compare how the measurements differ for DAS, AD+MV,
and AD-Ex+MV. Case 8 is perhaps the largest difference between the
two methods, where the physician selected an entirely different part
of the structure for AD-Ex based methods, resulting in a significantly
smaller estimated stone size, and a large underestimation of that size
compared to CT. With that exception, the differences in the other cases
are primarily due to how much of the edges of the stone are included,
especially those parts at lower amplitudes that could be confused
with background tissue. In the DAS case, the physician tended to
include more of the peripheral structures (and potentially tissue) if the
structures appeared to be connected. However, as the background was
increasingly suppressed by ADMIRE and AD-Ex, the opposite became
true where they tended to not include those peripheral structures, while
the ROI-based method using the contour maps did. This results in
consistently smaller stone measurements for these methods compared
to using the ROI, resulting in an overall and consistent shift in the
absolute error.

5. Discussion

When comparing the resolution of different beamformers, the
FWHM is a common performance metric, but for clinical sizing ap-
plications where the dynamic range is much larger, it may not be as
8

Fig. 7. Examples of measured stone size for DAS, GCF, and AD-Ex for each stone
at thresholds from −30 to −6 dB. The solid lines indicate the measured size at each
threshold, and the dashed lines indicate the CT measured stone size. The colored arrows
indicate the location where the solid and dashed lines intersect, i.e. the threshold where
the US method measurement is equal to CT stone size.

useful to gauge performance. For example, ADMIRE’s normal ROI is
not designed to enhance the FWHM compared to DAS, but by reducing
clutter and improving contrast ratio it generally performs better at
sizing compared to even MV. To further improve ADMIRE’s accuracy,
we knew that addressing the off-axis interference caused by mis-fitting
nearby signals was important. An obvious consideration was to only
use L1 for regularization since L2 is a driving factor in this fitting
problem, but this has significant drawbacks of degrading image quality.
We also considered other solutions, such as increasing the sampling
of the clutter region or adjusting the size of the ROI to compensate,
but this often resulted in dramatically increased computation time or
increased variance in the image or other unexpected or undesired image
quality changes. AD-Ex demonstrated the best balance, and we chose
the smallest region possible for the extended region that did not result
in large increases to image variance while still successfully rejecting
off-axis clutter correctly. Generally, increasing the size of the extended
region did not further improve sizing accuracy in our testing, and in
some cases it worsened the variance of the results.

The point target simulations suggest that, in ideal conditions, MV
improves the FWHM while AD-Ex improves main lobe performance at
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Table 6
Patient statistics and Physician size measurements for in vivo kidney stones.

Patient statistics

Case 1 2 3 4 5 6 7 8

BMI (kg/m2) 24.4 22.6 25.5 35.3 36.9 42.3 32.2 25.5
Depth (cm) 4.4 4.3 5.3 8.4 13.5 8.6 12.4 7.3
CT (mm) 2.3 3.4 4.7 5.4 5.9 6.3 7.1 12.2

Physician measured size (mm)

Case 1 2 3 4 5 6 7 8

DAS 7.1 5.5 10.2 6.1 11.2 8.5 15.9 14.0
AD+MV 2.5 4.2 7.5 5.4 5.4 4.7 9.2 12.1
AD-Ex 2.1 2.5 6.6 5.8 8.4 5.1 10.4 6.9
AD-Ex+MV 1.7 2.6 6.6 6.4 4.7 4.1 9.3 7.2
AD-Ex+GCF 2.1 2.5 6.6 5.8 8.4 4.5 10.7 7.0

Percent error compared to CT (%)

Case 1 2 3 4 5 6 7 8 Average

DAS 208.4 62.4 116.2 12.6 89.8 34.4 124.6 14.8 82.9 ± 66.6
AD+MV 9.6 24.7 60.0 0.7 −7.8 −24.9 29.4 −1.0 11.3 ± 26.2
AD-Ex −6.7 −27.1 41.3 6.7 42.8 −18.5 46.5 −43.6 5.2 ± 34.9
AD-Ex+MV −27.0 −24.7 41.3 18.5 −20.5 −34.4 30.6 −41.0 −7.1 ± 32.1
AD-Ex+GCF −6.7 −27.1 41.3 6.7 42.8 −29.1 50.1 −43.0 4.4 ± 36.7
.

Table 7
Comparison of sizing estimates of ROI method versus Physician of in vivo kidney stones

Patient statistics

Case 1 2 3 4 5 6 7 8

BMI (kg/m2) 24.4 22.6 25.5 35.3 36.9 42.3 32.2 25.5
Depth (cm) 4.4 4.3 5.3 8.4 13.5 8.6 12.4 7.3
CT 2.3 3.4 4.7 5.4 5.9 6.3 7.1 12.2

Absolute sizing difference (ROI - Physician) (mm)

Case 1 2 3 4 5 6 7 8 Average

DAS 0.2 −0.1 −0.1 0.1 0.8 0.0 −1.4 0.1 −0.1 ± 0.6
AD+MV 0.5 −0.2 0.0 1.5 2.2 2.4 0.8 0.6 1.0 ± 1.0
AD-Ex 0.8 0.8 1.0 −0.3 0.4 1.1 0.5 4.8 1.1 ± 1.5
AD-Ex+MV 0.7 0.8 0.1 0.2 0.9 1.9 0.4 4.6 1.2 ± 1.5
AD-Ex+GCF 0.7 0.8 0.9 2.1 0.4 1.5 0.3 4.7 1.4 ± 1.5

Fig. 8. DAS, AD+MV, and AD-Ex+MV 30 dB dynamic range b-mode images for Cases
1, 5, and 8. The measured CT size, size based on the ROI, and size measured by the
physician are included for each case. The red dimension line with arrows shows the
physician measured size, while the blue dimension line with tick marks shows the ROI
measured size. In all cases, the physician measures a smaller dimension compared to
the ROI method.
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the base. It demonstrates the advantages of combining AD-Ex and MV,
since they improve different aspects of the main lobe, and the combined
method AD-Ex+MV carries over and improves both of these aspects.
However, these simulations do not fully represent in vivo performance.
For example, MV appears better than GCF in these simulations, while
in vivo GCF demonstrates a significant improvement compared to MV.
ADMIRE, and AD-Ex especially, generally reduce clutter to enhance
the target while MV sharpens the target, which can result in different
stone appearances based on content of the original image. This overall
suggests that improving the clarity of the coherent target, such as by
boosting coherence with GCF or decluttering with ADMIRE, is critical
to improving sizing accuracy, rather than strictly improving resolution.

The cyst simulations show how ultrasound is overestimating hyper-
echoic targets. In particular, overestimation occurs when we measure
the targets at traditional b-mode dynamic ranges (30–50 dB or more).
Since methods like MV narrow the main lobe mostly in the range
of −20 to 0 dB, this results in marginal improvements measured at
30 dB. In comparison, measuring on an image with a dynamic range
of 6 dB (i.e. at the FWHM) results in underestimation, and a much
larger difference for MV compared to DAS. This implies that there
may be a theoretical dynamic range where a method is more likely to
measure a target correctly, though the in vivo examples indicate that
this threshold would vary between methods, and potentially depend
on the amplitude of the target versus the background. In the in vivo
cases, DAS overestimates consistently at −30 dB, and mostly seems to
be accurate between −6 and −12 dB. However, GCF and AD-Ex are
substantially more variable for the same cases. Eventually this could
potentially be a tool to improve ultrasound sizing accuracy, though it
also follows that this threshold would have to be tuned for each method
of interest.

For the sizing tasks in vivo, we continue to observe as in pre-
vious work that the ultrasound methods tend to overestimate size
compared to CT. For these results, we provided both contour-based
ROI selections to determine the size of the stone and the physician-
based measurements. The ROI results showed that AD-Ex was able to
attain comparable or slightly improved sizing performance compared to
AD+MV, while also improving contrast ratio and gCNR. This is already
valuable, as removing the need to run additional processing with MV
saves computation time. However, the other advantage is that we can
further process the results to attain even more improvements, and AD-
Ex+MV was able to further reduce average error, managing an average
of 10.8% compared to AD+MV with 27.8%. While perhaps seemingly
modest compared to the already significant improvement compared to
DAS, improving accuracy and consistency of those results will continue
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to improve the chance of correctly sizing stones in borderline-surgery
cases.

Despite the improvements to lateral performance that AD-Ex gener-
ates, there are several cases where after processing the axial dimension
becomes the longest observed dimension, which may beg the question
of why we continue to size with the lateral dimension. AD-Ex was
designed to operate purely on those off-axis signals, so we do not
expect improvements axially. Additionally, sizing targets along the
axial dimension, especially hard coherent targets like kidney stones, is
considered less reliable than along the lateral dimension. A primary
factor for this is reverberation that can occur within the stone, which
can produce an axial artifact underneath the stone often referred to as
a comet trail. As a result, sonographers specifically aim to make sizing
measurements along the lateral dimension when possible. It is possible
that even if an acquisition was made in the perpendicular dimension,
something similar would be observed, and that this effect is not due to
the orientation of the stone. Though we cannot confirm with certainty
why Cases 1, 2, and 6 take on the appearances that they do, there was
an effort to use the CT acquisitions to align the ultrasound acquisitions
such that the longest stone axis was along the lateral dimension.

There continues to be a large amount of variability between stones
from different patients, and while AD-Ex+MV does reduce much of this
variance, the root cause of this variability is not fully understood. We
included both BMI and the depth of the stone for each case, however,
there was no observable trend or correlation between those features
and the observed error for any method. For example, Cases 1 and 2
are both small stones in low BMI patients at a relatively shallow depth,
but the average error for DAS is vastly different (215.2% for Case 1 and
58.8% for Case 2). In comparison, Case 6 has by far the highest BMI
and a moderately deep stone, but has relatively low error compared
to the other cases. Especially for a preliminary study this small, there
is simply not enough data to pick up trends since we are unable to
differentiate which stones may be outliers.

However, there is one major conflict that remains to be resolved
here, which is the differences between the ROI measurements and the
physician measurements. In particular, the physician measurements
were consistently smaller compared to the ROI-based measurements.
This means that AD+MV generally measured more accurately com-
pared to CT by the physician, but the AD-Ex methods tended to actually
underestimate compared to CT in several cases. There are two reasons
why this occurred. In some cases, in particular Case 8, the physician
actually selected a small part of the overall stone with AD-Ex, resulting
in a significant underestimation of the size. In other cases, as mentioned
in the results section, the differences arise when peripheral content was
or was not considered as part of the stone.

Using the contour map to choose the ROI resulted in fairly con-
sistent choices, whereas there are several potential factors that could
lead to increased variance in the physician measurements. For example,
the sizing occurred on a 30 dB dynamic range image, which is much
lower than would be used clinically. For DAS this does not make much
of a difference, but for the AD-Ex images much of the background is
suppressed. This can result in more disjointed-looking stone structures
which may be interpreted by a physician differently. Additionally,
the actual contours tend to pick up more peripheral content that
may be low amplitude in the image and could be missed or ignored
by the physician, while it would be included in the ROI workflow.
Finally, there is always potential variability inherent to human nature.
A physician is likely to be familiar with the behavior of stones in DAS
images. However, since AD-Ex and other adaptive beamformers make
significant qualitative changes to b-mode images, it is possible that the
intuition and expertise of a physician built on reviewing DAS images
may not be the best way to take advantage of these methods.
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6. Conclusion

AD-Ex shows promise as a pre-processing step for improving sizing
accuracy in ultrasound. On the ROI-based stone measurements, AD-
Ex had an average error of 23.4%, slightly improving on the previous
ADMIRE+MV which was 27.8%. However, the strength of AD-Ex is that
we can perform additional post-processing, and in this work we have
shown that post-processing with MV results in lowering the average
error to 10.8%. Overall, AD-Ex+MV was able to demonstrate improved
average error with lower variance between cases.

However, the included physician-based measurements show that
there are still some issues that need to be resolved. For the physician,
the higher contrast images of AD-Ex displayed on a lower dynamic
range than is normal clinically made it difficult to choose the exact
stone region, despite these cases being easier for the ROI-based method.
This may imply that a workflow that leverages more information or
even some amount of automatic assistance may be worth investigating
in the future, which may allow us to increase physician measurement
consistency.

Finally, while our data does suggest that there may be a theoretical
dynamic range that would produce more accurate ultrasound sizing
measurements, it will require a larger data set. If in the future such
a data set was available, this would potentially be a great target for
a deep learning approach as well, where a machine might be able to
tease apart some interactions or parameters that a practitioner cannot,
for example taking into account factors such as amount and type of
surrounding tissue, transducer parameters, or even beamformer specific
factors like general image quality.
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