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A B S T R A C T

Previously, we introduced a model-based beamforming algorithm to suppress ultrasound imaging artifacts
caused by clutter sources, such as reverberation and off-axis scattering. We refer to this method as aperture
domain model image reconstruction (ADMIRE). In this study, we evaluated the algorithm’s limitations and
ability to suppress off-axis energy using Field II-based simulations, experimental phantoms and in vivo data
acquired by a Verasonics ultrasound system with a curvilinear transducer (C5-2). We compared image quality
derived from a standard delay-and-sum (DAS) beamformer, DAS with coherence factor (CF) weighting, ADMIRE
and ADMIRE plus CF weighting. Simulations, phantoms and in vivo scan results demonstrate that ADMIRE
substantially suppresses off-axis energy, while preserving the spatial resolution of standard DAS beamforming.
We also observed that ADMIRE with CF weighting further improves some aspects of image quality. We identified
limitations of ADMIRE when suppressing off-axis clutter in the presence of strong scattering, and we suggest a
solution. Finally, because ADMIRE is a model-based beamformer, we used simulated phantoms to test the
performance of ADMIRE under model-mismatch caused by gross sound speed deviation. The impact of sound
speed errors largely mimics DAS beamforming, but ADMIRE never does worse than DAS itself in resolution or
contrast. As expected the CF weighting used as a post processing technique provides a boost in contrast but
decreases CNR and speckle SNR. The results indicate that ADMIRE is robust in terms of model-mismatch caused
by sound speed variation, especially when the actual sound speed is slower than the assumed sound speed. As an
example, the image contrast obtained using DAS, DAS+CF, ADMIRE and ADMIRE+CF in the presence of
−5% gross sound speed error are 24.9 ± 0.71 dB, 39.1 ± 1.2 dB, 43.2 ± 2.3 dB and 52.5 ± 2.9 dB, respec-
tively.

1. Introduction

Ultrasound is one of the most widely used imaging modalities in
medicine and has been used extensively for diagnosis and therapy due
to its real-time, inexpensive and non-invasive features [1]. Ultrasound
suffers from many artifacts, which impair image quality and limit its
effectiveness [2–8]. These artifacts degrade the resolution and contrast
of an ultrasound image, and subsequently reduce the usefulness of ul-
trasound in diagnosis and therapeutic guidance [9].

It is well-established that lower point spread function side-lobes are
correlated with higher contrast and that narrower main-lobe width
provides better spatial resolution. Conventional beamforming, often
referred to as delay-and-sum (DAS), in conjunction with a deterministic
apodization scheme, such as Hamming, Hann or Gaussian window
function, can improve contrast by suppressing side-lobes but at the cost
of broadening the main-lobe, which degrades spatial resolution.
Alternatively, DAS with rectangular apodization yields better resolution

but lower contrast because of higher side-lobes.
In order to address the trade-off encountered with traditional apo-

dization methods, many adaptive beamforming algorithms have been
developed and evaluated, including coherence-based adaptive
weighting [10–13], minimum variance beamforming [14–18], dual
apodization using cross-correlation [19–21], non-linear apodization
techniques such as dual-/tri-apodization with chosen window functions
[22], apodization profiling methods using constrained least squares
[23,24] and the second-order-cone optimization [25]. A side-lobe fil-
tering method has also been reported to have had substantial effects on
ultrasound image quality [26].

Our group introduced a model-based beamforming algorithm
[8,27–30]. The algorithm uses a model of received wavefronts on
aperture domain signals reflected from scatterers located in the imaging
field of interest. The model enables the algorithm to identify scatterer
locations and suppress clutter, particularly, off-axis scattering and re-
verberation artifacts. We refer to the algorithm as aperture domain
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model image reconstruction (ADMIRE). ADMIRE decomposes the
aperture domain signals into clutter and signal of interest components.
The clutter component is removed, leaving decluttered channel data
behind. While ADMIRE has been shown to suppress reverberation ar-
tifacts [29,31], the primary objective here is to demonstrate whether
ADMIRE suppresses off-axis clutter without sacrificing the resolution
obtained from an unapodized beam. In this study, the model space is
specifically restricted to only depths around the region of interest so
that the algorithm primarily accounts for off-axis clutter. Because AD-
MIRE preserves decluttered channel data, we can also combine ADMIRE
with other methods to investigate whether additional post processing
techniques further improve image quality. There are many potential
algorithms that may enable post-ADMIRE decluttered signals to achieve
further off-axis suppression and improve image quality. In this study,
we used a coherence factor (CF) weighting technique, which was ori-
ginally introduced by Mallart and Fink [10], also formalized as a metric
by Hollman et al. [11]. The coherence factor is useful to weight delayed
channel data (i.e., aperture domain signals) without introducing a high
computational complexity.

To further evaluate the ADMIRE algorithm, we investigated whether
ADMIRE, a model-based beamformer, is robust to model-mismatch
caused by deviations in gross sound speed. Clinical ultrasound image
formation typically assumes a constant speed of sound of 1540m/s.
However, in vivo sound speed is not constant and tissues have velocities
ranging from 1400m/s to 1650m/s that cause variation in the overall
effective sound speed [4]. These gross sound speed deviations degrade
image quality by reducing contrast and spatial resolution [5].

In this paper, we provide an overview of the ADMIRE algorithm and
evaluate the algorithm’s robustness in the presence of off-axis clutter
using simulations performed with Field II and experimental measure-
ments from phantoms and in vivo data acquired using an ultrasound
imaging system. In simulations, we tested the performance of ADMIRE,
ADMIRE plus CF weighting, compared to DAS with and without CF,
using point spread functions and resolution target phantoms. We also
captured experimental data from a wire phantom, a tissue-mimicking
phantom and a human subject liver. In evaluating ADMIRE, we also
identified some limitations and demonstrate solutions. Finally, we show
the impact of ADMIRE in the presence of sound speed variation from
two target simulation cases—(1) resolution target and (2) contrast
target. In resolution target simulations, we measured the lateral full-
width at half-maximum (FWHM) of the main-lobe with respect to a
ratio of gross sound speed errors, while image quality metrics (i.e.,
contrast and contrast-to-noise ratio) and speckle statistics (i.e., speckle
signal-to-noise ratio) were used in the case of contrast target simula-
tions.

2. Methods

2.1. Model-based beamforming

The model used for ADMIRE accounts for spherical wavefronts,
short-time Fourier Transform (STFT), pulse-bandwidth correction and
angular sensitivity, leading to a non-stationary, sinusoidal model [29].
The basic model can be expressed as
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where ps is the scattered pressure, x is the aperture position, t and ω are
the time and frequency of the localized signal, τ x x z τ( ; , , )n n n is the wa-
vefront delay for a received echo signal scattering from point x z( , )n n at
time τn and N is the number of scatterers arriving at time t. A x( )n is
derived from two terms: (1) element sensitivity (A x( )ES ), indicated by
Selfridge et al.’s findings [32] and (2) the axial STFT window effects
(A x( )STFT ), given by,

=A x A x A x( ) ( ) ( ).n ES STFT (2)

The second-term of (2) depends on the signal’s pulse shape and
τ x x z τ( ; , , )n n n , as follows [29].
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where tΔ is the STFT window width, tc is the middle of the STFT
window, denoted as wSTFT , and wenv is the axial pulse envelope function.

The STFT is applied to the delayed channel signals at a small range
of depths to convert the signal into the frequency domain. A single
frequency of the post-STFT signal at a given depth, denoted as y, is
defined in the following matrix form.

= ⊤y S mT ω S mT ω[ { ( , )} { ( , )}] ,i p i pR I (3)

where R and I denote the real and imaginary components, respec-
tively, mT is the discrete time index, T is the sampling period of the
channel data, ωp is a discrete frequency, S mT ω( , )i p is the post-STFT
signal for a single channel of the aperture, i indexes channel and ⊤
denotes the matrix transpose. Next, we construct ADMIRE model pre-
dictors with the specific model space sampling using the basic ADMIRE
model in (1), given by
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Fig. 1 shows an ADMIRE model matrix and the corresponding model
space. As described in the figure, the ADMIRE model space has two
subspaces: (1) region of interest (ROI) subspace and (2) clutter sub-
space.

A single frequency of the aperture domain signal in (3) can be
written in a linear model using the ADMIRE model matrix in (4) by,

=y Xβ, (5)

where β is the model coefficient vector for the predictors in X. However,
because solving for β in (5) is ill-posed, β in (5) can be estimated using
elastic-net regularization [33]. This model-fit (i.e., model decomposi-
tion) may be expressed as

̂ = − + + −β y Xβ λ α β α βmin (‖ ‖ ( ‖ ‖ (1 )‖ ‖ /2)),
β

2
1 2

2
(6)

where β‖ ‖1 and β‖ ‖2 denote the L1 norm and L2 norm, respectively, and
α and λ terms determine the degree and type of regularization. The
parameter of α adjusts the relative weight of L1 and L2 norms between
0 and 1. The degrees of freedom (df), which are a function of λ, re-
ported by Tibshirani et al. [34], play a crucial role in the performance

Fig. 1. ADMIRE matrix of model predictors with the specific model space
sampling. The ADMIRE model space has two subspaces: (1) region of interest
(ROI) subspace and (2) clutter subspace. The ADMIRE model space is finely
sampled in the ROI subspace and coarsely sampled in the clutter subspace. In
this study, the model space is specifically restricted to only depths around the
region of interest so that the algorithm primarily accounts for off-axis clutter.
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of ADMIRE [29,30,35].
We then select predictors from within the acceptance zone, in order

to reconstruct decluttered channel signals, given by

̂=y X β ,SOI SOI SOI (7)

where ySOI is a decluttered signal, XSOI is the model with predictors that
are spatially within the ROI and ̂βSOI is the corresponding model coef-
ficients. The acceptance zone is specified as an ellipse based on the
expected lateral and axial resolutions of reslat and resaxl, respectively,
given by
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where xr and zr denote the center of the acceptance zone, and clat and
caxl are scalable factors for the acceptance region laterally and axially,
respectively. In this study, reslat is computed by

≈res λ z p x x z{| ( ; , ,0)|}lat w s r r BWF while the axial sampling is approxi-
mated by ≈res res2axl lat, where λw is the wavelength, z is the axial
depth, F {|·|}BW denotes the lateral bandwidth of the model predictor
[29,36].

The decluttered signal in the frequency domain is transformed back
to the time domain using the inverse short-time Fourier Transform
(ISTFT) [37]. In this study, the ADMIRE model space is restricted to the
depth around the acceptance zone so that the algorithm primarily fo-
cuses on off-axis clutter rejection. Table 1 shows the parameters used
unless otherwise specified.
Note that the selection of these regularized parameters was determined
by simulations findings from a previous study [29].

2.2. Coherence factor

As an additional comparison, we consider the coherence factor on
its own and as an additional post-processing after ADMIRE. To further
improve image quality, post-ADMIRE decluttered channel data can be
combined with other beamforming techniques, including traditional
linear apodization methods, minimum variance (MV) beamforming
[16,18] or other advanced beamforming methods. Here, we consider an
adaptive weighting approach based on the coherence factor (CF). The
coherence factor (CF) is computed using delayed channel signals (i.e.,
aperture domain signals), defined as [12]
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where k is the discrete time index, m indexes aperture element, s m k( , )
is the delayed channel signal of element m, and M is the total number of
receive aperture elements [10–12]. We apply CF weighting to

beamformed radio-frequency (RF) signals obtained from DAS and AD-
MIRE, as a post-processing technique.

2.3. Simulations

We simulated a point target to demonstrate resolution performance
and basic side-lobe suppression performance. We used Field II [38,39]
to conduct the simulations using the parameters indicated in Table 2.
We modeled a phase array transducer with 3.0 MHz center frequency
and 60% fractional bandwidth. We compared point spread functions
derived from DAS and ADMIRE beamforming. We also combined DAS
and ADMIRE with CF weighting. The resulting point spread functions
demonstrate spatial resolution and off-axis energy suppression of each
beamforming approach. We then quantified the spatial resolution lat-
erally and axially (i.e., the FWHM of the lateral and axial beam pro-
files).

We also simulated a resolution target phantom—meaning several
adjacent point targets—using Field II to further evaluate the various
algorithms. The simulated resolution phantom mimics a wire phantom
image, which is composed of five point targets. We applied the same
parameters, as indicated in Table 2. The resulting images of the re-
solution phantom were reconstructed using DAS and ADMIRE, along
with CF weighting, denoted as DAS+CF and ADMIRE+CF.

Using the Field II, we continued to simulate a uniform, fully de-
veloped speckle background with a density of 25 scatterers per re-
solution cell [40], in the presence of a single strong scatterer. The Field
II parameter settings were the same as indicated in Table 2. The single
strong scatterer’s amplitude was scaled, relative to the background
scatterers. We generated imaging data ranging from a single scatterer-
to-background speckle ratio (SBR) of 20 dB to 80 dB, given by

⎜ ⎟= ⎛
⎝

⎞
⎠

SBR 10log10 P
P

.Scatterer

Bkg (10)

where PScatterer and PBkg denote the power of the single scatterer and the

Table 1
ADMIRE parameters.

Parameter Value

α 0.9
λ 0.0189 ⊤y y
clat 4
caxl 2
Model space (lateral) aperture width
Model space (axial) ±z c res( )/2r axl axl
Model sampling (ROI) res res{0.0716 ,0.286 }lat axl
Model sampling (clutter) res res{1.43 ,1.43 }lat axl
STFT window size (8log(2))/(2πBW fc)

⊤ is the matrix transpose.

BW is the fractional bandwidth.

fc is the center frequency of transmitted pulse.

Table 2
Field II simulation parameters.

Parameter Value

Number of aperture elements 128
Number of mathematical elements elevationally 11
Number of mathematical elements laterally 7
Height of element 8mm
Width of element 0.254mm
Kerf 0.003mm
Lateral pitch 0.257mm
Center frequency (fc) 3 MHz
Sampling frequency (simulation) 120MHz
Sampling frequency (downsampled) 40MHz
Bandwidth 60%
Transmit focal depth 3 cm
Transmit/Receive f/# 2.0

Table 3
Curvilinear probe and system setting.

Parameter Value

Sector 75°
Number of elements 128
Pitch 0.425mm
Center frequency (fc) 3.125MHz
Sampling frequency (fs) 12.5 MHz
Bandwidth 60%
Transmit focal depth 3 cm
Transmit/Receive f/# 1.0
Speed of sound (c) 1540m/s
In water (cw) 1480m/s
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average power of background speckle signal, respectively. We then
applied DAS, DAS+CF, ADMIRE and ADMIRE+CF, respectively. The
resulting images from applying ADMIRE, ADMIRE+CF include two
cases using different values of λ: one is ⊤y y0.0189 , indicated in
Table 1, while the other has ⊤y y0.00189 . Lower values of λ increase
degrees of freedom [34]. The degrees of freedom in the first case are in
a range between 50 and 70 (i.e., low df), while those of the second case
are nearly equal to the maximum allowable degrees of freedom (i.e.,
high df). We then evaluated ADMIRE performance.

Finally, we investigated the robustness of the methods in the pre-
sence of sound speed inhomogeneities using simulated data. We mod-
eled a phased array transducer with 3.5 MHz center frequency and 60%
fractional bandwidth, similar to the point spread function simulation
setting summarized in Table 2. We used Field II to simulate the received
pulse echo signals. The focal depth of the transmit beam was specified
at 3 cm, with an f/1.5 system on both transmit and receive beams. The
simulated phantoms were a resolution target and a contrast target. The
resolution target phantom has a point target placed at 3 cm, while the
contrast phantom is an anechoic cyst of a 5mm diameter circle 3 cm
deep in fully developed speckle background. The sound speeds used in
the simulation were across a range of 10% above and below the as-
sumed sound speed (i.e., 1540m/s). We always applied beamforming
delays assuming the sound speed was 1540m/s.

We computed metrics of resolution and contrast as a function of
sound speed mismatch. The spatial resolution was quantified by mea-
suring lateral FWHM length in resolution target phantoms, while we
computed contrast and contrast-to-noise ratio (CNR) using contrast
target phantoms. The contrast and CNR metrics are defined by
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where (μL, σL
2) and (μB, σB

2) denote the value of (mean, variance) of the
enveloped but uncompressed image inside (i.e., lesion) and outside
(i.e., background) the anechoic structures, respectively. Along with
contrast and CNR, we also measured speckle statistics using

=SNR
μ
σ

.B

B
speckle (13)

There are 6 independent speckle realizations generated for the contrast
target simulation. We applied image quality metrics to data after DAS
and ADMIRE with and without CF weighting.

2.4. Experimental phantom data

To reinforce the simulation results, we evaluated the methods using
experimental data obtained from a wire phantom inside a water bath.
We collected the experimental data using a Verasonics Vantage
Ultrasound System (Verasonics, Inc., Kirkland, WA) and a C5-2 curvi-
linear array transducer. 128 A-lines were acquired over a 75° sector.
Table 3 summarizes the operation settings for the curvilinear probe and
the ultrasound system. The experimental data were processed using the
same beamforming and post-processing methods as the simulated data.

Additionally, because we were interested in ADMIRE’s ability to
preserve speckle texture while suppressing off-axis clutter, we acquired
imaging data from a tissue-mimicking phantom (Multi-Purpose Multi-
Tissue Ultrasound Phantom 040GSE, CIRS Inc., Norfolk, Virginia, USA).
We used the same settings as in the case of the wire phantom acquisi-
tion. The acquired data were reconstructed using the same beamformer
with and without CF weighting before B-mode image formation. We
quantified image quality metrics, including contrast ratio, CNR and
speckle statistics of the B-mode image using the same equations of ()()()
(11)–(13), respectively.
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Fig. 2. Set of 2-D (left) and 1-D (right) point spread functions simulated using standard DAS, DAS+CF, ADMIRE and ADMIRE+CF. The 1-D lateral spread functions
(right), which is axially integrated, demonstrate main lobe width and side-lobes level.

Table 4
Quantitative spatial resolution (−6 dB).

DAS DAS+CF ADMIRE ADMIRE+CF

Lateral (mm) 1.01 0.77 0.99 0.76
Axial (mm) 0.60 0.61 0.61 0.63
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2.5. In vivo data

We acquired in vivo data from a human subject’s liver using a
Verasonics Vantage Ultrasound System (Verasonics, Inc., Kirkland, WA)
and a C5-2 curvilinear array transducer. The acquisition parameters are
the same as those in Table 3. After data acquisition, we formed B-mode
images using DAS and ADMIRE with and without CF weighting. We
evaluated the B-mode images qualitatively, while image quality metrics
were used for quantitative measurements of the images obtained from
each beamforming method. The study was approved by the Vanderbilt
University Institutional Review Board.

3. Results

Fig. 2 shows the set of point spread functions in 2-D (left) and 1-D
spaces (right). The spatial resolution is quantified laterally and axially,
indicated in Table 4. The dynamic range of 2-D point spread function
images is 90 dB. The 1-D lateral point spread function derived from

ADMIRE demonstrates that the first side-lobes are reduced to −40 dB
and off-axis energy is suppressed below −100 dB, while the standard
DAS reduced off-axis energy below −50 dB. Along with off-axis energy
suppression, it is worth noting that the main-lobe width (−6 dB) of
ADMIRE is practically unperturbed. These findings suggest that AD-
MIRE substantially suppress off-axis energy arriving away from the
received focus without any loss in lateral resolution, and that the CF can
be integrated with ADMIRE as with DAS.

Fig. 2 also demonstrates that DAS+CF provides lower side-lobes
and a narrower main lobe than DAS and ADMIRE. The combination of
ADMIRE with CF weighting (ADMIRE+CF) may be the most beneficial
with respect to improvement of image resolution and contrast based on
the point target data.

Fig. 3 demonstrates the phantom images with five point targets
using DAS, ADMIRE, DAS+CF and ADMIRE+CF. The images are
shown with a dynamic range of 80 dB. When comparing these images,
ADMIRE shows improvement over DAS, but DAS+CF provides better
resolution image than ADMIRE, which is consistent with the 1-D point

Fig. 3. Simulated resolution phantom images with five point targets, mimicking a wire phantom. The images are formed by using (a) standard DAS, (b) ADMIRE, (c)
DAS+CF and (d) ADMIRE+CF. The resulting images can indicate off-axis energy suppression with focused and unfocused targets using each beamforming method.
The dynamic range is 80 dB in order to highlight the side-lobes.
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spread functions in Fig. 2. These resulting images also indicate that the
combination of ADMIRE with CF weighting may be the best method,
when considering only off-axis energy suppression and lateral image
resolution.

Along with the simulation results, Figs. 4 and 5 present the ex-
perimental results obtained from the acquired data using a transducer
and an ultrasound imaging system. Fig. 4 displays the wire phantom
images reconstructed using DAS, ADMIRE, DAS+CF and AD-
MIRE+CF. The resulting images are based on a dynamic range of
100 dB. Comparing four wire images, it is apparent that the use of CF
weighting to DAS beamforming significantly improves the wire
phantom image, while ADMIRE+CF also shows some improvement
compared to the ADMIRE image, suggesting that ADMIRE+CF still
provides the best image quality of these four images. The findings from
the wire phantom images are consistent with the simulation results we
demonstrated. Table 5 summarizes lateral and axial resolutions mea-
sured from the images in Figs. 3 and 4. However, when evaluating
quantitative results in Table 5, both lateral and axial resolutions at 3 cm
focus are slightly better with ADMIRE than DAS+CF in the case of
wire phantom, which is inconsistent with simulation results. In general,
the −6 dB resolution is not changed in a meaningful way, which is
consistent with the way ADMIRE was implemented here.

We also evaluated ADMIRE performance with background speckle
texture using a tissue-mimicking phantom. Four tissue-mimicking

phantom B-mode images are demonstrated in Fig. 5. When carefully
looking into these images, the ADMIRE may provide high contrast in
and around existing cysts. Although adding CF does improve contrast
and resolution as expected, it also reduces the background speckle SNR.
Table 6 summarizes the quantitative results of image quality metrics
and speckle statistics in each B-mode image. When comparing the va-
lues of measured contrast and CNR, ADMIRE outperforms DAS itself. It
is important to note that ADMIRE largely preserves speckle statistics,
especially, when compared with the CF weighting method.

Our evaluation of ADMIRE also identified some limitations that are
consistent with other advanced beamformers [41]. Fig. 6 exemplifies
the limitation using a fully developed speckle background with a single
bright scatterer. When the single scatterer is 20 dB or even 40 dB higher
compared to the background speckle signal, neither DAS nor ADMIRE
B-mode images show any noticeable difference, but images with CF
weighting decrease speckle texture, especially around the strong scat-
terer. However, as the ratio between a strong scatterer to the back-
ground signal increases, the image resulting from the application of
ADMIRE with low degrees of freedom suppresses the background signal
in the region of the side-lobes, similar to the CF images. However, DAS
maintains background speckle, but the off-axis clutter from the bright
scatterer persists. The trend is more definitive when a single scatterer is
very strong such as the ratio 60 dB or 80 dB. When comparing the two
ADMIRE B-mode images using low and high degrees of freedom, it is

Fig. 4. The experimental wire phantom images reconstructed using four different beamforming methods: (a) DAS, (b) ADMIRE, (c) DAS+CF and (d) ADMIRE+CF.
The results obtained from the experimental data are correlated with simulations. The dynamic range is 100 dB to highlight side-lobes and other clutter present. The
data were beamformed using sound speed of 1480m/s.
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Fig. 5. Tissue mimicking phantom images formed using (a) DAS, (b) ADMIRE, (c) DAS+CF and (d) ADMIRE+CF. The dynamic range is 60 dB. The DAS image in
(a) also shows two enclosed areas by white dashed lines and a circle by white solid line (i.e., mask regions) that were used to quantify contrast, contrast-to-noise ratio
(CNR) and speckle signal-to-noise ratio (SNRspeckle) for each imaging data. An ‘L’ or ‘B’ denotes lesion or background, respectively.

Table 5
Quantitative Spatial Resolutions (−6 dB) of Figs. 3 and 4

Simulated resolution phantom DAS DAS+CF ADMIRE ADMIRE+CF

Lateral (mm) @(−0.4, 1.0) cm 1.49 1.09 1.42 1.03
@(−0.2, 2.0) cm 1.75 1.26 1.73 1.23
@(0, 3.0) cm 1.09 0.90 1.04 0.83
@(0.2, 4.0) cm 1.56 1.23 1.50 1.15
@(0.4, 5.0) cm 2.41 1.73 2.35 1.67

±μ σlateral lateral 1.66 ± 0.48 1.24 ± 0.31 1.61 ± 0.49 1.18 ± 0.31
axial (mm) @(-0.4, 1.0) cm 0.57 0.62 0.60 0.64

@(-0.2, 2.0) cm 0.56 0.57 0.58 0.59
@(0, 3.0) cm 0.43 0.45 0.46 0.48
@(0.2, 4.0) cm 0.42 0.44 0.46 0.48
@(0.4, 5.0) cm 0.42 0.43 0.43 0.45

±μ σaxial axial 0.48 ± 0.08 0.50 ± 0.09 0.51 ± 0.08 0.53 ± 0.08

Experimental wire phantom DAS DAS+CF ADMIRE ADMIRE+CF
Lateral (mm) @(−1.5, 1.0) cm 1.40 1.24 1.29 1.23

@(−1.0, 2.0) cm 1.71 1.36 1.40 1.40
@(0, 3.0) cm 1.43 1.41 1.40 1.36
@(1.0, 4.0) cm 1.59 1.19 1.44 1.35
@(1.5, 5.0) cm 1.99 1.61 1.72 1.66

±μ σlateral lateral 1.63 ± 0.24 1.37 ± 0.17 1.45 ± 0.16 1.40 ± 0.16
Axial (mm) @(−1.5, 1.0) cm 1.13 1.11 1.05 1.08

@(−1.0, 2.0) cm 1.15 1.07 0.89 1.01
@(0, 3.0) cm 0.78 0.79 0.77 0.78
@(1.0, 4.0) cm 0.84 0.83 0.85 0.83
@(1.5, 5.0) cm 0.86 0.85 0.75 0.74

±μ σaxial axial 0.95 ± 0.18 0.93 ± 0.15 0.86 ± 0.12 0.88 ± 0.15
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apparent that image artifacts around a bright scatterer (i.e., dark re-
gion) decrease when implementing ADMIRE with high degrees of
freedom; especially, in the case of 60 dB. These results suggest that
ADMIRE performance and its limitations depend on deliberate selection
of the regularization parameters, especially λ, which sets the degrees of
freedom.

Figs. 7 and 8 demonstrate the impact of sound speed errors on
ADMIRE performance. In Fig. 7, ADMIRE shows lower lateral FWHM
(i.e., better lateral resolution) than DAS, particularly, in the range of
sound speed below 1540m/s. (Note that Fig. 7 (d) reports that the
lowest FWHM is measured at =c c/ 0.98actual assumed when applying AD-
MIRE and ADMIRE+CF.) It is noted that DAS+CF and ADMIRE+CF
show better resolution than DAS and ADMIRE over the range of sound
speed variation. It is also worth noting that the impact of sound speed
errors largely mimics traditional beamforming (i.e., standard DAS) and
ADMIRE never does worse.

The impact of sound speed inhomogeneities is shown in Fig. 8,
which shows contrast, CNR and speckle SNR. In general, ADMIRE does
not do worse than DAS for moderate deviations in sound speed despite
being model-based, which is based on an assumed sound speed. It is
interesting that the peak contrast for ADMIRE does occur at a slightly
lower sound speed than for DAS, which is consistent with the results
seen in Fig. 7.

Fig. 9 shows four in vivo images formed by applying DAS and AD-
MIRE, before and after CF weighting. We also measured contrast, CNR
and SNRspeckle, as indicated in Table 7. The quality of the resulting in
vivo B-mode images suggest that ADMIRE suppresses clutter and pro-
vides well-delineated anatomy (i.e., lesions) while preserving tissue
speckle texture. However, use of CF weighting after applying DAS and
ADMIRE may degrade speckle texture, resulting in lower CNR and
lower SNRspeckle. The values of image quality metrics and speckle

statistics in Table 7 are consistent with the qualitative evaluation of
Fig. 9. These findings from in vivo data are also correlated with results
from simulations and experimental phantoms.

4. Discussion

We investigated the robustness of model-based beamforming in the
presence of off-axis clutter and sound speed inhomogeneities. The re-
sults from simulations and experimental phantom data in Figs. 2–4
demonstrate that ADMIRE is useful to substantially reduce off-axis ar-
tifacts in B-mode images, and offers flexible features to combine with
other beamforming methods. In this study, we show that ADMIRE with
CF weighting further improves some aspects of image quality. There
are, however, some drawbacks of using CF as an adaptive weighting
method. The resulting images after the CF weighting show slightly
decreased axial resolution as indicated in Tables 4 and 5, and the CF
weighted images also have lower CNR and lower SNR compared to the
images without CF weighing. This is primarily driven by the degrada-
tion of background speckle, which is a known problem with CF like
techniques. Some of these effects can be mitigated by using the gen-
eralized coherence factor (GCF) introduced by Li et al. [12]. However,
we did not use it to avoid introducing an additional confusing para-
meter in this study.

We also identified ADMIRE’s potential limitations in suppressing
clutter, as shown in Fig. 6. ADMIRE still has a higher dynamic range
than DAS [42]. The results suggest that in some cases ADMIRE may
discard wanted signals (i.e., signals of interest), particularly, when low
degrees of freedom are used in the presence of high levels of clutter. In
general, it is necessary to use higher degrees of freedom with higher
clutter scenarios when implementing ADMIRE. For example, applying
ADMIRE, with higher degrees of freedom (i.e., lower λ value), miti-
gated dark region artifacts around a bright scatterer in an image, as
demonstrated in Fig. 6. It can thus be suggested that it is possible to
address these limitations by carefully selecting the ADMIRE tuning
parameters. The deliberate selection of ADMIRE parameters may also
increase ADMIRE’s dynamic range [42]. Dynamic range is an under-
appreciated quality factor of ultrasound beamforming.

In simulations, we demonstrated that ADMIRE is also robust in the
presence of sound speed mismatch. Fig. 7 demonstrates that ADMIRE
outperforms DAS in lateral resolution within the range of sound speed

Table 6
Image quality metrics and speckle statistics.

Beamforming Contrast (dB) CNR (dB) SNRspeckle

DAS 13.80 2.65 1.78
ADMIRE 17.33 2.71 1.68
DAS+CF 17.34 −1.29 1.03
ADMIRE+CF 18.40 0.72 1.39

Fig. 6. Speckle-based target simulations in the presence of a strong scatterer (circled) underlying background speckle to identify potential limitations of the various
beamforming methods. The strong scatterer is scaled by a scatterer-to-background ratio (SBR) 20 dB, 40 dB, 60 dB and 80 dB. We then apply DAS, DAS+CF,
ADMIRE and ADMIRE+CF to compare the resulting images. Two sets of the resulting images from applying ADMIRE and ADMIRE+CF are with low and high
degrees of freedom (df) cases. The images are scaled so that the speckle background is at 0 dB. The dynamic range of all images is 60 dB (i.e., −10 to 50 dB).
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variation. We show that the benefits of CF on DAS largely hold for
ADMIRE, as well. In evaluating ADMIRE performance using anechoic
cyst phantoms, we quantified contrast and CNR using the data inside
and outside an anechoic cyst, along with speckle statistics of outside
(i.e., background). Referring to Fig. 8, although ADMIRE is largely ro-
bust to sound speed, it is clear that CNR and SNRspeckle does degrade
with large sound speed mismatch. It is also worth noting that DAS+CF
and ADMIRE+CF beamforming boosts contrast, compared to DAS and
ADMIRE alone, but the CNR and SNRspeckle are shown to be much lower
than those of DAS and ADMIRE. These findings are consistent with the

results reported from tissue-mimic phantom experiment and in vivo
liver data.

One unexpected finding in this simulation is that the cases applying
ADMIRE, with and without CF weighting, provide the best resolution
and the highest image contrast at lower sound speed than the beam-
formed sound speed; e.g., the post-ADMIRE lateral FWHM has the
shortest length at =c c/ 0.98actual assumed , while contrast measured after
ADMIRE show the highest peak occurred at =c c/ 0.97actual assumed . A
possible explanation for these results may be related to degrees of
freedom selected when implementing ADMIRE. Because gross sound

Fig. 7. The full-width and half-maximum (FWHM) beam width at the peak on-axis as a function of sound speed error. We apply the assumed sound speed,
cassumed =1540m/s, and the range of deviation is ±10%. The resolution target phantom images obtained from four beamforming methods, with (a) −10%, (b) 0% and
(c) + 10% sound speed variation, are shown. The lateral FWHM lengths as a function of sound speed variation are plotted in (d).
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speed deviation increases acoustic clutter, the required degrees of
freedom of optimal imaging may increase. As an artifact of this, the
resolution appears to improve but eventually at the lost of speckle

texture.
Finally, we applied ADMIRE to in vivo liver data to assess the results

obtained from simulations and phantom experiments. It is no surprise

Fig. 8. The measurements of contrast, CNR and speckle SNR (SNRspeckle) as a function of sound speed mismatch. The assumed sound speed is cassumed = 1540m/s with
the range of deviation of ±10%. The anechoic cyst images formed from four beamforming methods are presented in sound speed mismatch of (a)−10%, (b) 0% and (c)
+ 10%. The DAS in (a) also shows mask regions that were used to quantify contrast, CNR and SNRspeckle for each image. The regions are indicated by the red and white
contour lines with an ‘L’ or ‘B’, denoting lesion or background, respectively. The measurement results of contrast, CNR and SNRspeckle are demonstrated in (d).
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that the ADMIRE B-mode image has a boost over 10 dB in contrast
compared with the DAS B-mode image, as indicated in Table 7. It could
be possible that the ADMIRE in vivo images could improve further im-
plementing ADMIRE with a complete model space that also accounts for
reverberation clutter. But, the results from the in vivo data are largely
consistent with the findings from simulations and phantom experi-
ments.

5. Conclusions

In this study, we demonstrated that ADMIRE, a model-based
beamforming algorithm, substantially suppresses off-axis clutter while
preserving resolution, compared to images obtained from DAS. By using
post-ADMIRE decluttered channel data, we also showed that ADMIRE,
combined with other algorithms, further improves some image metrics.
Finally, we demonstrated that ADMIRE is robust to model-mismatch
caused by gross sound speed mismatch, indicating its usefulness in real-
clinical applications.
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